High-intensity third-harmonic generation
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The azimuthal dependence of third-order and cascaded second-order nonlinear coupling are used to measure the relative contributions of each to direct third-harmonic generation in β-barium borate. This enabled the measurement of the values of χ(3) 10 , χ(3) 11 , and χ(3) 16 relative to the known χ(2) 20 . Finally, conversion efficiencies to 3ω of up to 6% from a single crystal were achieved with a femtosecond chirped-pulse-amplification laser with 200 GW/cm² in collimated beams. © 2002 Optical Society of America
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1. INTRODUCTION

Almost from the demonstration of lasers, nonlinear interactions have been used to convert the frequency of laser light to the third harmonic. However, efforts in solid media to use higher-order processes for this have been limited because of low conversion efficiencies. Research has also been done by use of focusing geometries in liquids and gases, but for efficient third-harmonic generation (THG) it is usually understood that this refers to the two-step process of first phase-matched second-harmonic generation (SHG) followed by phase-matched sum-frequency generation (SFG) of the generated 2ω light with the remaining fundamental in a separate nonlinear crystal. In solids, this has been because the nonlinear coupling for higher-order processes has been too low for efficient conversion at intensities below the threshold for material damage (typically less than a few GW/cm² for nanosecond lasers). However, it is known that the intensity damage threshold for transparent dielectrics increases roughly as the inverse of the square root of the pulse length down to pulse lengths of 1–10 ps. This means that for a 1-ps pulse the damage threshold would be several hundred GW/cm². For shorter pulses the threshold increases even more rapidly with decreasing pulse length.

The recent advances in the technique known as chirped-pulse amplification has resulted in the proliferation of tabletop lasers capable of producing beams with peak powers of one terawatt and beyond. This technology, combined with the increased damage threshold, enables experiments at high intensities (>100 GW/cm²) in collimated beams in solid-state material without the risk of damage. This opens for study an entirely new realm of nonlinear interactions in solid materials. In particular, it allows the possibility of efficiently generating the third harmonic by use of the third-order susceptibility in a single nonlinear crystal.

The use of the third-order susceptibility also means that the optimal material may be different than those currently used for frequency conversion. Values for the individual tensor elements of the third-order susceptibility are relatively unknown. There are also often large discrepancies among the values that are reported in the literature, which makes material choice difficult. Some possible choices can be eliminated because our objective is ultimately to generate the third harmonic of near-infrared solid-state lasers. Thus materials of interest need to be transparent into the UV, phase matchable at these wavelengths, and available in high quality in relatively large sizes.

A few recent studies of single-crystal THG in solid materials have been done, particularly in beta-barium borate, β-BaB₂O₄ (BBO), with low-energy, mode-locked pulses with pulse lengths from 5 to 45 ps. Qiu and Penzofer saw up to 1% conversion in phase-matched THG with 50 GW/cm² in a focused-beam geometry. They indicated (as well as others) that non-phase-matched, cascaded second-order processes can contribute to THG in addition to the phase-matched contribution due to the third-order susceptibility. However, the experimental uncertainties were too large to ascertain the extent of the second-order contribution.

In this paper we have chosen to further explore the use of noncentrosymmetric crystals for efficient single-crystal THG. In particular, we distinguish between the second- and third-order coupling in BBO by using the different azimuthal dependences of the effective coupling terms. We separate the second- and third-order contributions and show that the largest contribution to THG is from the non-phase-matched second-order processes. This also enabled us to determine the values for several of the tensor elements of χ(3) relative to the known elements of χ(2).

In addition, we numerically solved the coupled system of equations describing all possible interactions and investigated the maximum efficiency achievable at intensities up to 1 TW/cm². Finally, we measured the conversion efficiencies to the third harmonic for input irradiances up to 200 GW/cm² in a Gaussian beam in BBO, deuterated organic salt L-arginine phosphate (d-LAP) and potassium deuterium phosphate (KD₂P) with efficiencies reaching 6% in BBO.

2. COUPLED-WAVE EQUATIONS

In this paper we focus on third-harmonic generation in a single crystal, birefringly phase matched for the pro-
cess $\omega + \omega + \omega \to 3\omega$. For interactions involving such high irradiances, it is necessary to account for other third-order interactions in the model, including phase modulation. As mentioned above, all possible non-phase-matched second-order interactions that can contribute to the third-harmonic wave must also be accounted for.

For THG there are three possible permutations of the polarization of the three input waves, which we will specify as (following formalism of Webb et al.\textsuperscript{15})

Type I slow+slow+slow $\to$ fast,

Type II slow+slow+fast $\to$ fast,

Type III slow+fast+fast $\to$ fast,

where the order on the left side of the arrow is unimportant (the three waves are of the same wavelength).

If only third-harmonic generation is phase matched, the significant waves are normally the fundamental (with both possible polarizations) and the third harmonic. The second-harmonic waves (both polarizations) are also significant and need to be included. To simplify the notation in the following, these waves will be denoted with subscripts defined in the following way:

(1) $1\omega$ (slow polarization),

(2) $1\omega$ (fast polarization),

(3) $2\omega$ (slow polarization),

(4) $2\omega$ (fast polarization),

(5) $3\omega$ (fast polarization).

This means that $\omega_1 = \omega_2 = \omega_0$, $\omega_3 = \omega_4 = 2\omega_0$, and $\omega_5 = 3\omega_0$. The set of wave equations governing the total interaction under the slowly varying envelope approximation will then be (including all phase-matched third-order processes)

\[
\begin{align*}
\frac{\partial A_2}{\partial z} &= -\beta_{12} \frac{\partial A_2}{\partial t} - \frac{i}{2} \beta_{22} \frac{\partial^2 A_2}{\partial t^2} + \frac{i}{2k_2} \nabla^2 A_2 \\
&\quad + \frac{i \omega_2}{\beta_{22} n_2 c} \left[ 3C^{\text{SPM}} \frac{A_2^2}{2} A_1 + 3C^{\text{XPM}}_4 |A_3|^2 A_1 \\
&\quad + 3C^{\text{XPM}}_2 |A_2|^2 A_1 \right] + \frac{i \omega_2}{\beta_{22} n_2 c} \left[ d_2 A_3 A_1^* \exp(i\Delta k_{1z}) \right. \\
&\quad + d_3 A_2 A_1^* \exp(i\Delta k_{2z}) + d_3 A_2 A_1^* \exp(i\Delta k_{2z}) \\
&\quad + d_4 A_4 A_1^* \exp(i\Delta k_{3z}) + d_4 A_4 A_1^* \exp(i\Delta k_{3z}) \\
&\quad + d_5 A_5 A_1^* \exp(i\Delta k_{5z}) \\
&\quad + 3C^{\text{XPM}}_1 A_2 A_1^* \exp(i\Delta k_{1z}) \\
&\quad + \frac{3C^{\text{XPM}}_2}{2} A_2 A_1^* \exp(i\Delta k_{1z}) \\
&\quad + \frac{3C^{\text{XPM}}_3}{2} A_2 A_1^* \exp(i\Delta k_{1z}) \\
&\quad \left. + \frac{d_4 A_2 A_1^*}{2} \exp(-i\Delta k_{1z}) \right],
\end{align*}
\]

(1)

\[
\begin{align*}
\frac{\partial A_3}{\partial z} &= -\beta_{13} \frac{\partial A_3}{\partial t} - \frac{i}{2} \beta_{23} \frac{\partial^2 A_3}{\partial t^2} + \frac{i}{2k_3} \nabla^2 A_3 \\
&\quad + \frac{i \omega_3}{\beta_{23} n_3 c} \left[ 3C^{\text{SPM}}_3 \frac{A_3^2}{2} A_2 \right. \\
&\quad + 3C^{\text{XPM}}_5 |A_2|^2 A_3 + 3C^{\text{XPM}}_4 |A_3|^2 A_1 \\
&\quad + \frac{d_4 A_4 A_1^*}{2} \exp(-i\Delta k_{2z}) + \frac{d_5 A_5 A_1^*}{2} \exp(-i\Delta k_{2z}) \\
&\quad + \frac{d_6 A_6 A_1^*}{2} \exp(-i\Delta k_{3z}) + \frac{d_7 A_7 A_1^*}{2} \exp(-i\Delta k_{3z}) \\
&\quad + \frac{d_8 A_8 A_1^*}{2} \exp(-i\Delta k_{5z}) + \frac{d_9 A_9 A_1^*}{2} \exp(-i\Delta k_{5z}) \\
&\quad \left. + \frac{d_10 A_1^*}{2} \exp(-i\Delta k_{10z}) \right],
\end{align*}
\]

(2)
It is instructive to simplify Eqs. (1) greatly in order to observe the effect of the second-harmonic term. Ordinarily, such terms would be neglected because they are not phase matched. However, as has been shown previously, phase matching allows for the possibility of conversion to the third harmonic even with no third-order coupling ($C_j = 0$), as illustrated in Fig. 1.

For low conversion the fundamental waves can be assumed to be constant (no pump depletion, i.e., $\partial A_1/\partial z = \partial A_2/\partial z = 0$), and, to good approximation, the individual interactions can be assumed to be independent of each other. For illustration, let us examine type I phase matching and consider the interaction $ss \rightarrow s + ss \rightarrow f$. Finally, we neglect longitudinal and transverse spatial dependence of the pulse as well as self- ($C_j^{\text{SPM}} = 0$) and cross-phase modulation ($C_j^{\text{XPM}} = 0$) for simplicity. Eqs. (1)–(5) then reduce to

$$\frac{\partial A_1}{\partial z} = \frac{i \omega_1}{n_3 c} \left[ d_{31} A_3 A_1^* \exp(i\Delta k_1 z) + d_{73} A_3 A_1^* \exp(i\Delta k_7 z) \right] + \frac{3C_2}{2} A_1^3 \exp(-i\Delta k_1 z),$$

$$\frac{\partial A_3}{\partial z} = \frac{i \omega_3}{n_3 c} \left[ d_{14} A_4 A_3^* \exp(-i\Delta k_4 z) + d_{74} A_4 A_3^* \exp(-i\Delta k_7 z) \right] + \frac{C_2}{2} A_4^3 \exp(-i\Delta k_4 z).$$

If the third-order interaction is neglected for the moment as a further simplification ($C_3 = 0$) and $\Delta k_{12}$ is set to 0 (i.e., perfect phase matching for THG), these equations can be solved analytically. By making a substitution of $f(z) = A_3 \exp(-i\Delta k_4 z)$ in Eqs. (9) and (10) and then differentiating Eq. (9) and substituting Eqs. (10) and (9) into the result, we obtain a second-order ordinary differential equation with constant coefficients. The solution to this is straightforward, and the final solutions are

$$A_3(z) = \frac{i \omega_3}{2n_3 c} d_{31} A_1^2 \exp(i\Delta k_1 z/2) \sin \zeta,$$

$$A_5(z) = \frac{d_{14} A_4^2}{2d_{74} A_4^*} \exp(-i\Delta k_4 z/2) \times \left( \cos \zeta + \frac{\Delta k_7}{2\zeta} \sin \zeta \right) - 1.$$
\[ \xi^2 = \frac{\omega_5 \omega_3}{n_5 n_3 c^2} \frac{d_1^2}{2} |A_1|^2 + \left( \frac{\Delta k_7}{2} \right)^2. \]  

(13)

When converted to intensities \((I = c \epsilon_0 n |A|^2/2)\), these become

\[ I_3(z) = \left( \frac{\omega_3}{n_3 c} \right)^2 \frac{d_1^2 I_1^2}{\epsilon_0 c n_3^2} \sin^2 \xi z, \]

\[ I_5(z) = \frac{d_1^2 n_3 I_1}{4 n_1 d_1^2} \left( 1 + \cos^2 \xi z + \frac{\Delta k_7^2}{4 \xi^2} \sin^2 \xi z - 2 \cos \xi z \sin \Delta k_7 z \sin \xi z \right). \]

(14)

(15)

Although Eq. (15) appears to have only a linear dependence on the input fundamental intensity \(I_1\), a further approximation can be made for most circumstances where the phase mismatch for SFG is large, i.e., \(\eta \ll \Delta k_7\), where

\[ \eta = \frac{\omega_5 \omega_3}{n_5 n_3 c^2} \frac{d_1^2}{\Delta k_7} |A_1|^2. \]

(16)

The approximation \( \xi = \eta + \Delta k_7 z/2 \) can then be made, and Eq. (15) takes on the following approximate form (again, no third-order coupling):

\[ I_5(z) = \left( \frac{\omega_3}{n_3 c \Delta k_7} \right)^2 \omega_5^2 (d_1^2 d_7^2) \frac{I_1^2 z^2}{n_3 n_1^2 \epsilon_0^2 c^4}. \]

(17)

This compares with the standard solution for THG involving only the third-order nonlinear susceptibility of \(\delta j = 0\) in Eqs. (9) and (10)

\[ I_5(z) = \frac{\omega_3^2 C_2^2}{n_3 n_1^2 \epsilon_0^2 c^4} I_1^2 z^2. \]

(18)

It is clear that these two solutions have the same form if one defines an effective nonlinear coefficient \(C_{\text{eff}}\) for the cascaded second-order process as

\[ C_{\text{eff}} = \frac{\omega_3}{n_3 c \Delta k_7} d_1 d_7. \]

(19)

With the first term in the parentheses in Eq. (17) equal to roughly 15–30 for typical values of \(\omega_3, n_3\), and \(\Delta k_7\) and \(d_7\) being \(-10^{-12}\) m/V, \(C_{\text{eff}} = 10^{-23} - 10^{-22} \text{m}^2/\text{V}^2\). This is in the same range as is expected for the values of \(C\) due solely to the third-order susceptibility. In fact, Bloembergen\(^{10}\) states that the contributions from these two processes should be of the same order of magnitude.

### A. Effective Nonlinear Coupling

It is therefore necessary to account for all possible second-order interactions for each THG phase-matching type, including ones not typically phase matchable (Table 1). Of course, all interactions can take place for any phase-matching configuration. However, for each phase-matching configuration, the overall phase-matching requirements, as well as which waves exist at input, limit contributions to efficient THG to only those interactions shown in Table 1.

<table>
<thead>
<tr>
<th>Phase-Matching Type</th>
<th>Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type I</strong></td>
<td>ss → s</td>
</tr>
<tr>
<td></td>
<td>ss → f</td>
</tr>
<tr>
<td></td>
<td>sf → f</td>
</tr>
<tr>
<td></td>
<td>sss → f</td>
</tr>
<tr>
<td><strong>Type II</strong></td>
<td>ss → s</td>
</tr>
<tr>
<td></td>
<td>fs → f</td>
</tr>
<tr>
<td></td>
<td>sf → s</td>
</tr>
<tr>
<td></td>
<td>ss → f</td>
</tr>
<tr>
<td></td>
<td>ff → f</td>
</tr>
<tr>
<td></td>
<td>sf → f</td>
</tr>
<tr>
<td></td>
<td>sss → f</td>
</tr>
<tr>
<td><strong>Type III</strong></td>
<td>ss → s</td>
</tr>
<tr>
<td></td>
<td>fs → f</td>
</tr>
<tr>
<td></td>
<td>sf → s</td>
</tr>
<tr>
<td></td>
<td>ss → f</td>
</tr>
<tr>
<td></td>
<td>ff → f</td>
</tr>
<tr>
<td></td>
<td>sf → f</td>
</tr>
<tr>
<td></td>
<td>sff → f</td>
</tr>
</tbody>
</table>

*The polarization directions f/s are given in order of longest wavelength to shortest.*

### Table 1. Possible Interactions for THG\(^a\)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>(d_{\text{eff}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>(-d_{11} \sin 3\phi - d_{22} \cos 3\phi)</td>
</tr>
<tr>
<td>3m</td>
<td>(-d_{22} \cos 3\phi)</td>
</tr>
<tr>
<td>(\bar{6})</td>
<td>(-d_{11} \sin 3\phi - d_{22} \cos 3\phi)</td>
</tr>
<tr>
<td>6 and 4</td>
<td>0</td>
</tr>
<tr>
<td>6mm and 4mm</td>
<td>0</td>
</tr>
<tr>
<td>622 and 422</td>
<td>0</td>
</tr>
<tr>
<td>6m2</td>
<td>(-d_{22} \cos 3\phi)</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>(-d_{11} \sin 3\phi)</td>
</tr>
<tr>
<td>42m, 43m, and 23</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 2. Effective Nonlinear Coefficient for Second-Order Interactions, Neglecting Dispersion (ss Interactions)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>(d_{\text{eff}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( \cos \theta_m (d_{11} \cos 3\phi - d_{22} \sin 3\phi) + d_{31} \sin \theta_m )</td>
</tr>
<tr>
<td>3m</td>
<td>(-d_{22} \cos \theta_m \sin 3\phi + d_{31} \sin \theta_m )</td>
</tr>
<tr>
<td>(\bar{6})</td>
<td>( \cos \theta_m (d_{11} \cos 3\phi - d_{22} \sin 3\phi) )</td>
</tr>
<tr>
<td>6 and 4</td>
<td>(d_{31} \sin \theta_m)</td>
</tr>
<tr>
<td>6mm and 4mm</td>
<td>(d_{31} \sin \theta_m)</td>
</tr>
<tr>
<td>622 and 422</td>
<td>0</td>
</tr>
<tr>
<td>6m2</td>
<td>(-d_{22} \cos \theta_m \sin 3\phi)</td>
</tr>
<tr>
<td>4</td>
<td>(-\sin \theta_m (d_{11} \cos 2\phi + d_{36} \sin 2\phi))</td>
</tr>
<tr>
<td>32</td>
<td>(d_{11} \sin \theta_m \cos 3\phi)</td>
</tr>
<tr>
<td>42m, 43m, and 23</td>
<td>(-d_{36} \sin \theta_m \sin 2\phi)</td>
</tr>
</tbody>
</table>

### Table 3. Effective Nonlinear Coefficient for Second-Order Interactions, Neglecting Dispersion (ssf Interactions)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>(d_{\text{eff}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( \cos \theta_m (d_{11} \cos 3\phi - d_{22} \sin 3\phi) + d_{31} \sin \theta_m )</td>
</tr>
<tr>
<td>3m</td>
<td>(-d_{22} \cos \theta_m \sin 3\phi + d_{31} \sin \theta_m )</td>
</tr>
<tr>
<td>(\bar{6})</td>
<td>( \cos \theta_m (d_{11} \cos 3\phi - d_{22} \sin 3\phi) )</td>
</tr>
<tr>
<td>6 and 4</td>
<td>(d_{31} \sin \theta_m)</td>
</tr>
<tr>
<td>6mm and 4mm</td>
<td>(d_{31} \sin \theta_m)</td>
</tr>
<tr>
<td>622 and 422</td>
<td>0</td>
</tr>
<tr>
<td>6m2</td>
<td>(-d_{22} \cos \theta_m \sin 3\phi)</td>
</tr>
<tr>
<td>4</td>
<td>(-\sin \theta_m (d_{11} \cos 2\phi + d_{36} \sin 2\phi))</td>
</tr>
<tr>
<td>32</td>
<td>(d_{11} \sin \theta_m \cos 3\phi)</td>
</tr>
<tr>
<td>42m, 43m, and 23</td>
<td>(-d_{36} \sin \theta_m \sin 2\phi)</td>
</tr>
</tbody>
</table>
Isotropic

Tetragonal

Hexagonal

Trigonal

Table 4. Effective Nonlinear Coefficient for Second-Order Interactions, Neglecting Dispersion
(sff Interactions)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>(d_{\text{eff}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>(\cos^2 \theta_n (d_{11} \sin 3\phi + d_{22} \sin 3\phi))</td>
</tr>
<tr>
<td>3m</td>
<td>(d_{22} \cos^2 \theta_n \cos 3\phi)</td>
</tr>
<tr>
<td>6</td>
<td>(\cos^2 \theta_n (d_{11} \sin 3\phi + d_{22} \sin 3\phi))</td>
</tr>
<tr>
<td>6 and 4</td>
<td>0</td>
</tr>
<tr>
<td>6mm and 4mm</td>
<td>0</td>
</tr>
<tr>
<td>622 and 422</td>
<td>0</td>
</tr>
<tr>
<td>6m2</td>
<td>(d_{22} \cos^2 \theta_n \cos 3\phi)</td>
</tr>
<tr>
<td>4</td>
<td>(3 \sin \theta_n \cos^2 \theta_n (d_{35} \sin 2\phi + d_{31} \cos 2\phi))</td>
</tr>
<tr>
<td>32</td>
<td>(-d_{11} \cos^3 \theta_n \cos 3\phi)</td>
</tr>
<tr>
<td>42m, 43m, and 23</td>
<td>(3d_{35} \sin \theta_n \cos^2 \theta_n \sin 2\phi)</td>
</tr>
</tbody>
</table>

Table 5. Effective Nonlinear Coefficient for Second-Order Interactions, Neglecting Dispersion
(fff Interactions)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>(d_{\text{eff}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>(\cos^3 \theta_n (-d_{11} \cos 3\phi + d_{22} \sin 3\phi)) + (3d_{31} \sin \theta_n \cos^2 \theta_n + d_{33} \sin^3 \theta_n)</td>
</tr>
<tr>
<td>3m</td>
<td>(d_{22} \cos^3 \theta_n \sin 3\phi + 3d_{31} \sin \theta_n \cos^2 \theta_n + d_{33} \sin^3 \theta_n)</td>
</tr>
<tr>
<td>6</td>
<td>(\cos^3 \theta_n (-d_{11} \cos 3\phi + d_{22} \sin 3\phi))</td>
</tr>
<tr>
<td>6 and 4</td>
<td>(3d_{31} \sin \theta_n \cos^2 \theta_n + d_{33} \sin^3 \theta_n)</td>
</tr>
<tr>
<td>6mm and 4mm</td>
<td>(3d_{31} \sin \theta_n \cos^2 \theta_n + d_{33} \sin^3 \theta_n)</td>
</tr>
<tr>
<td>622 and 422</td>
<td>0</td>
</tr>
<tr>
<td>6m2</td>
<td>(d_{22} \cos^3 \theta_n \sin 3\phi)</td>
</tr>
<tr>
<td>4</td>
<td>(3 \sin \theta_n \cos^2 \theta_n (d_{35} \sin 2\phi + d_{31} \cos 2\phi))</td>
</tr>
<tr>
<td>32</td>
<td>(-d_{11} \cos^3 \theta_n \cos 3\phi)</td>
</tr>
<tr>
<td>42m, 43m, and 23</td>
<td>(3d_{35} \sin \theta_n \cos^2 \theta_n \sin 2\phi)</td>
</tr>
</tbody>
</table>

Table 6. Effective Nonlinear Coefficient for Third-Order Interactions, Neglecting Dispersion
(sssf Interactions)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>(C_{\text{eff}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigonal</td>
<td>(\frac{1}{2} C_{13} \cos^2 \theta_n + C_{16} \sin^2 \theta_n + 2\theta_n)</td>
</tr>
<tr>
<td>(3 and 3)</td>
<td>(\times (C_{10} \sin 3\phi - C_{15} \cos 3\phi))</td>
</tr>
<tr>
<td>Trigonal</td>
<td>(\frac{1}{2} C_{13} \cos^2 \theta_n + C_{16} \sin^2 \theta_n + C_{10} \sin 2\theta_n \sin 3\phi)</td>
</tr>
<tr>
<td>(3m, 3m, and 32)</td>
<td>(\times (C_{10} \sin 3\phi - C_{15} \cos 3\phi))</td>
</tr>
<tr>
<td>Hexagonal</td>
<td>(\frac{1}{2} C_{13} \cos^2 \theta_n + C_{16} \sin^2 \theta_n + C_{10} \sin 2\theta_n \sin 3\phi)</td>
</tr>
<tr>
<td>(6, 6, 6m, 622, 6mm, and 6m2)</td>
<td>(\times (C_{10} \sin 3\phi - C_{15} \cos 3\phi))</td>
</tr>
<tr>
<td>Tetragonal</td>
<td>(\frac{1}{2} \cos^2 \theta_n [C_{11} \sin^2 2\phi + C_{14} (3 \cos^2 2\phi - 1)] + C_{16} \sin^2 \theta_n)</td>
</tr>
<tr>
<td>(4, 4, and 4/m)</td>
<td>(\times (C_{10} \sin 3\phi - C_{15} \cos 3\phi))</td>
</tr>
<tr>
<td>Tetragonal</td>
<td>(\frac{1}{2} \cos^2 \theta_n [C_{11} \sin^2 2\phi + C_{14} (3 \cos^2 2\phi - 1)] + C_{16} \sin^2 \theta_n)</td>
</tr>
<tr>
<td>(42m, 422, 4mm, and 4m/mm)</td>
<td>(\times (C_{10} \sin 3\phi - C_{15} \cos 3\phi))</td>
</tr>
<tr>
<td>Cubic</td>
<td>(\frac{1}{2} \cos \theta_n [C_{11} \sin^2 2\phi + C_{14} (3 \cos^2 2\phi - 1)] + C_{16} \sin^2 \theta_n)</td>
</tr>
<tr>
<td>(23, m3, 432, 43m, and m3m)</td>
<td>(\times (C_{10} \sin 3\phi - C_{15} \cos 3\phi))</td>
</tr>
<tr>
<td>Isotropic</td>
<td>(\frac{1}{3} C_{11})</td>
</tr>
</tbody>
</table>

Since the dispersion of even the second-order susceptibility is unknown and has been neglected (i.e., Kleinman symmetry has been assumed), only the polarization directions involved will affect the effective coupling for each interaction, independent of wavelength (or order in Table 1). Therefore the effective nonlinear coefficient will need to be calculated for only the following interactions: sss, ssf, sff, sssf, ssff, and sfff. The coefficients for the first four second-order interactions in all uniaxial crystal classes are presented in Tables 2–5. These are followed by the effective third-order coupling coefficients in Tables 6–10, along with coefficients for the interactions sss and sff for completeness. Similar, but much more complicated formulas can also be obtained for biaxial crystal classes.
Table 9. Effective Nonlinear Coefficient for Third-Order Interactions, Neglecting Dispersion (sff Interactions)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>$C_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigonal (3 and 3)</td>
<td>$-3 \cos^2 \theta_m \sin \theta_m (C_{10} \cos 3\phi + C_{15} \sin 3\phi)$</td>
</tr>
<tr>
<td>Trigonal (3m, 3m, and 32)</td>
<td>$-C_{10} \cos^2 \theta_m \sin \theta_m \cos 3\phi$</td>
</tr>
<tr>
<td>Hexagonal (6, 6, 6m, 622, 6mm, 6/mm, and 6/m2)</td>
<td>0</td>
</tr>
<tr>
<td>Tetragonal (4, 4, and 4/m)</td>
<td>$\cos^3 \theta_m [C_{21} \cos 4\phi + \frac{1}{2} \sin 4\phi (3C_{16} - C_{11})]$</td>
</tr>
<tr>
<td>Tetragonal (42m, 422, 4/m/m, and 4/mmm)</td>
<td>$\frac{1}{2} (3C_{16} - C_{11}) \cos^3 \theta_m \sin 4\phi$</td>
</tr>
<tr>
<td>Cubic (23, m3, 432, 43m, and m3m)</td>
<td>$\frac{1}{2} (3C_{16} - C_{11}) \cos^3 \theta_m \sin 4\phi$</td>
</tr>
<tr>
<td>Isotropic</td>
<td>0</td>
</tr>
</tbody>
</table>

Before proceeding, it is necessary to define the form of $\chi^{(3)}_{ij}$. The material BBO is of the crystal class 3m. However, there is some discrepancy concerning the choice of $x$ and $y$ axes in the literature (they are occasionally reversed).\textsuperscript{21} For all other uniaxial classes this is unimportant under Kleinman symmetry conditions because both $d_{ij}$ and $C_{ij}$ are isometric on interchange of $x$ and $y$. However, class 3m is not; the Institute of Radio Engineers/Institute of Electrical and Electronics Engineers (IRE/IEEE) standard\textsuperscript{22,23} defines the axes so that $d_{13} = 0$ and $d_{22} \neq 0$ (x is perpendicular to a mirror plane). The matter is also confused with regard to the third-order susceptibility. Butcher\textsuperscript{24} gives the nonzero tensor elements for linear, second-order, and third-order tensor elements due to crystal-symmetry requirements. These calculations were later corrected by Zhao\textsuperscript{25} for classes 42m, 422, 4/mm, 4/m/mm, 3, 3, 6, 6, and 6/m, and Shang and Hsu\textsuperscript{26} further corrected 3 and 3 and added corrections for classes 3m, 3m, and 32. These results have been published in many reference works\textsuperscript{16,27,28} along with the forms for $d_{ij}$ that follow the IRE standard. Unfortunately, the correction Shang and Hsu made to the form for $\chi^{(3)}_{ij}$ for classes 3m, etc., was to define the $x$ and $y$ axes such that $y$ is perpendicular to the mirror plane ($m$), which does not conform to the IRE standard. This interchange of axes was also made by Yang in pre-

### Table 10. Effective Nonlinear Coefficient for Third-Order Interactions, Neglecting Dispersion (ffff Interactions)

<table>
<thead>
<tr>
<th>Crystal Class</th>
<th>$C_{eff}$</th>
</tr>
</thead>
</table>
| Trigonal (3 and 3) | $4 \sin \theta_m \cos^3 \theta_m (C_{10} \cos 3\phi - C_{10} \sin 3\phi)$  
                                  $+ C_{11} \cos^4 \theta_m + \frac{3}{2} C_{16} \sin^2 2\theta_m + C_{33} \sin^4 \theta_m$  
                                  $- 4 C_{10} \sin \theta_m \cos^3 \theta_m \sin 3\phi + C_{11} \cos^4 \theta_m$  
                                  $+ \frac{3}{2} C_{16} \sin^2 2\theta_m + C_{33} \sin^4 \theta_m$ |
| Hexagonal (6, 6, 6m, 622, 6mm, 6/mm, and 6/m2) | $C_{11} \cos^4 \theta_m + \frac{3}{2} C_{16} \sin^2 2\theta_m + C_{33} \sin^4 \theta_m$ |
| Tetragonal (4, 4, and 4/m) | $\cos^3 \theta_m \left[\frac{1}{4} C_{11} (3 + \cos 4\phi) + \frac{3}{2} C_{16} \sin^2 2\phi \right]$  
                                  $+ 2 C_{21} \sin 4\phi \right]$  
                                  $+ \frac{3}{2} C_{16} \sin^2 2\theta_m + C_{33} \sin^4 \theta_m$ |
| Tetragonal (42m, 422, 4/m/m, and 4/mmm) | $\frac{1}{2} C_{11} \cos^4 \theta_m (3 + \cos 4\phi) + \frac{3}{2} C_{16} \sin^2 2\theta_m$  
                                  $+ \frac{3}{2} C_{16} \cos^4 \theta_m \sin^2 2\phi + C_{33} \sin^4 \theta_m$ |
| Cubic (23, m3, 432, 43m, and m3m) | $\frac{1}{4} C_{11} \left[\cos^4 \theta_m (3 + \cos 4\phi) + \sin^4 \theta_m \right]$  
                                  $+ \frac{3}{2} C_{16} \sin^2 2\theta_m + \cos^4 \theta_m \sin^2 2\phi \right]$ |
| Isotropic | $C_{11}$ |

Table 11. Nonzero Third-Order Tensor Elements for Crystal Class 3m

<table>
<thead>
<tr>
<th>$\chi_{ij}^{(3)}$ Elements</th>
<th>$\chi_{ij}^{(3)}$ Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>$zzzz$</td>
<td>$zzzz$</td>
</tr>
<tr>
<td>$xxx = yyy$</td>
<td>$xxx = yyy$</td>
</tr>
<tr>
<td>$yyxy = yyyx$</td>
<td>$yyxy = yyyx$</td>
</tr>
<tr>
<td>$xxyx = yyyx$</td>
<td>$xxyx = yyyx$</td>
</tr>
<tr>
<td>$yxyx = yyyx$</td>
<td>$yxyx = yyyx$</td>
</tr>
<tr>
<td>$yyyz = xxxx$</td>
<td>$yyyz = xxxx$</td>
</tr>
<tr>
<td>$zyyz = xxxx$</td>
<td>$zyyz = xxxx$</td>
</tr>
<tr>
<td>$yyyz = xxxx$</td>
<td>$yyyz = xxxx$</td>
</tr>
<tr>
<td>$zyyz = xxxx$</td>
<td>$zyyz = xxxx$</td>
</tr>
<tr>
<td>$yyyz = xxxx$</td>
<td>$yyyz = xxxx$</td>
</tr>
</tbody>
</table>

B Third-Harmonic Generation in BBO

As mentioned previously, other groups have attempted to determine the contribution to THG of the cascaded, second-order processes through measurement of the conversion efficiency. In these cases, experimental uncertainties have made a definite assignment of the relative importance of each of the processes impossible. However, we were able to use differences in angular dependence of the cascaded and third-order processes to measure directly the contribution of each to the generated third-harmonic wave.\textsuperscript{20}  

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{Dependence of $C_{eff}^2$ for type I phase matching on azimuthal angle $\phi$ for second-order interactions only (solid curve) and third-order interactions only (dashed curve). The amplitudes are normalized to unity. For calculating the solid curve, it is assumed that $d_{15}/d_{22} = 0.16/2.2$.\textsuperscript{31}}
\end{figure}
senting collapsed forms $C_{ij}$ for all crystal classes.\textsuperscript{29} In order to be consistent with the reference frame used for $\chi^{(3)}$ and to conform to the IRE standard, the original form given by Butcher should be used. This inconsistency in definition is not critical in and of itself, but when both second- and third-order effects play an important role, the same reference frame must be used. The correct form for $\chi^{(3)}$ for crystal class 3 in the IRE standard reference frame is then given in Table 11. If Kleinman symmetry is assumed, the collapsed form of the third-order tensor is of the form\textsuperscript{30}

$$
C = \begin{bmatrix}
C_{11} & 0 & 0 & 0 & 0 & C_{16} & 0 & C_{11}/3 & 0 & C_{10}
\end{bmatrix}
$$

With a consistent reference frame for second- and third-order interactions it is now possible to produce an expression for the effective nonlinear coefficient for THG in BBO. For type I phase matching,

$$
C_{\text{eff}} = \frac{2\pi}{\lambda_{2\omega}} d_{22} \left[ d_{22} \left( \frac{\sin 6\phi}{2} \left( \cos^3 \theta_m - \sin^3 \theta_m \right) \right) + d_{15} \cos 3\phi \left( \frac{\cos^2 \theta_m \sin \theta_m}{n_4 \Delta k_5} - \frac{\sin \theta_m}{n_3 \Delta k_7} \right) + C_{10} \cos 3\phi \sin \theta_m \right].
$$

The terms $\Delta k_j$ are defined as before, and $n_3 = n_{2\omega}$ and $n_4 = n_{2\omega}^0(\theta_m)$ (BBO is a negative uniaxial crystal so that the slow axis is the ordinary axis). Particularly for type I phase matching, the difference in azimuthal angular dependence between second-order and third-order interactions is significant. This can be exploited to determine the relative magnitudes of the two types of interactions in single-crystal THG. The situation is somewhat more complicated for type II phase matching because the angular dependences are not so distinct. However, for both type I and type II phase matching, the azimuthal dependences of the second-order interactions and the third-order interactions are distinct. This distinction is illustrated in Figs. 2 and 3, which show the azimuthal angular dependence of $C_{\text{eff}}^{3\omega} \propto I_{3\omega}/I_{\omega}^3$ for type I and type II phase matching, respectively.

1. Type I Phase Matching

The crystal used to measure the azimuthal dependence of the effective coupling coefficient was cut at $\theta_m = 39.03^\circ$ and $\phi = 0^\circ$. The phase matching angles for type I and type II SHG at 1053 nm are 37.4° and 47.1°, respectively. The angles for type I and type II SHG are 23.0° and 32.8°, respectively, while that for SFG ($\omega - \omega$) is 38.6°. The crystal has a length of 3.31 mm and was solgel antireflection coated at the input for 1053-nm (at normal incidence) and at the output for 351-nm light. The reflections from the input face are in the range of 1%–2% but should be fairly insensitive to input angle within the range of use (<15°–20° from surface normal).

An aperture of 4-mm diameter was placed directly in front of the crystal in order to ensure that the decreasing crystal aperture as the crystal was rotated had no effect on the measurement (see Fig. 4). The azimuthal angle was scanned with a goniometer from $-22^\circ$ to $+22^\circ$ in 1° increments, and the energy $E_{3\omega}/E_{\omega}^3 \propto I_{3\omega}/I_{\omega}^3$ was measured at each step (Fig. 5). This was done at both 4-mJ input energy and at 8-mJ input energy with the same results. This indicates that we are still operating in the low-drive regime, i.e., $E_{3\omega} \propto E_{\omega}^3$. Approximately 10–20

Fig. 3. Dependence of $C_{\text{eff}}^3$ for type II phase matching on azimuthal angle $\phi$ for second-order interactions only (solid curve) and third-order interactions only (dashed curve). The amplitudes are normalized to unity. In calculating the dashed curve, it is assumed that $C_{11}/3 \cos^2 \theta_m + C_{16} \sin^2 \theta_m = 2C_{10}$ for illustrative purposes.
measurements were taken at each angle at 10 Hz. This was then converted to the internal angle with Snell’s law \( \phi_{\text{int}} = \sin^{-1}[(\sin \phi_{\text{ext}})/n] \). Because the crystal axis (which is the axis of rotation) is not perpendicular to the surface normal, the change of angle of incidence with change in \( \phi_{\text{ext}} \) is fairly involved, and use of Snell’s law is not perfectly accurate. However, performing the necessary coordinate transformations and rotations shows that use of Snell’s law gives the internal angle to within 1% over the range of interest.

The spread in the nonlinear coupling at each value of \( \phi \) is most likely due to small random variations in the pointing of the laser beam. Not only will this change the portion of the beam passing through the limiting aperture, but it will also cause slight fluctuations in the phase-matching angle. In addition to systematic errors, there will also be some uncertainty because as \( \phi \) is changed, the refraction at the surface also causes \( \theta_m \) to change slightly. At each \( \phi \) the phase-matching angle must be reoptimized, which can result in slight random errors at each angle \( \phi \).

To relate the values measured for the effective coupling to \( C_{\text{eff}}^2 \) directly, precise values of the pulse length and beam size would need to be known as well as the interaction length. Fortunately, it is not necessary to know the intensities in order to determine the relative contributions to \( C_{\text{eff}} \) from second- and third-order interactions. In the low-drive regime the beam sizes, pulse lengths, and interaction lengths simply are an overall multiplicative constant, i.e., \( I_s L^3_{\text{eff}} = AC_{\text{eff}}^2 \). Then the nonlinear coupling \( C_{\text{eff}} \) for type I phase matching shown in Fig. 5 can be expressed as

\[
AC_{\text{eff}}^2 = \frac{I_{3\omega}}{I_{\omega}^2} = A \left( \frac{2\pi}{k_{2\omega} \sin 6\phi} \right) \left( \frac{d_{2\omega} \sin 6\phi}{2} \right) \left( \frac{\cos \theta_m - \cos^3 \theta_m}{n_3 \Delta k_5 - n_4 \Delta k_5} \right)
\]

\[
+ \cos 3\phi \left( \frac{d_{2\omega} d_{15}}{2} \left( \frac{\cos \theta_m \sin \theta_m}{n_4 \Delta k_5} - \frac{\sin \theta_m}{n_3 \Delta k_7} \right) \right)
\]

\[
+ C_{10} \sin \theta_m \cos 3\phi \right)^2
\]

where \( \Delta k_5 = k_{3\omega} - k_{2\omega} - k_{\omega} = 3300 \text{ cm}^{-1}, \Delta k_7 = k_{3\omega} - k_{2\omega} - k_{\omega} = -2400 \text{ cm}^{-1}, n_3 = n_{2\omega} = 1.6755, \) and \( n_4 = n_{2\omega} = 1.6277 \). Here, values of \( d_{2\omega} = 2.2 \text{ pm/V} \) and \( d_{15} = 0.16 \text{ pm/V} \) (Ref. 31) are used for the second-order susceptibility and \( \theta_m = 37.7^\circ \). It is possible that the origin for \( \phi \) is slightly off because the crystal \( c \) axis was not oriented precisely parallel to the table surface. Therefore Eq. (24) is an equation with three unknown parameters: \( A, C_{10}, \) and \( \phi_0 \) (\( \phi \) in Eq. (24) becomes \( \phi - \phi_0 \)) with \( A \) just a scaling factor and \( \phi_0 \) giving the origin. A least-squares fit of Eq. (24) is shown as the solid curve in Fig. 5. This resulted in values of \( A = 0.4, \phi_0 = -1^\circ, \) and \( 0.61C_{10} + 9.36 \text{ pm/N}^2 \cos 3\phi \) (24).

It should be noted that there is some discrepancy in the reported magnitudes for \( d_{31} \) for BBO (ranging from 0.02 to 0.16 pm/N\(^{38-39}\)) and recently, experiments were done indicating that \( d_{2\omega}/d_{31} < 0 \), i.e., they are of opposite sign. \(^{35}\) This range of \( d_{31} \) gives a range for \( C_{10} \) from 0.4 to \(-1.8 \times 10^{-23} \text{ m}^2/\text{V}^2 \). Tomov \(^{9}\) give a value of \( 10^{-22} \text{ m}^2/\text{V}^2 \) for \( C_{10} \) and state that, for type I phase matching, the third-order nonlinearity is the dominant coupling mechanism. This is in strong conflict with the data measured here. The advantage of this technique for measuring the third-order susceptibility tensor elements is that it is not necessary to have an accurate knowledge of the intensity of the beams involved, only an accurate knowledge of the angles. The uncertainty in \( C_{10} \) then rests mainly with uncertainty in the values for the second-order susceptibilities.

2. Type II Phase Matching in BBO

By rotating the phase-matching angle of the BBO crystal by 10°, it was possible to repeat this experiment for type II phase matching (\( \theta_m = 47.1^\circ \)). However, as was mentioned before, using the form of \( C_{\text{eff}} \) [Eq. (22)] for type II configurations is more complex. Also, a simplification may be made since it is known that for BBO
is sensitive to values used for \( d_{15} \) and small errors in \( \phi_0 \) and can range from 1 to 5 pm/V. If, instead, the values for \( d_{ij} \) from Ref. 34 are used (with \( d_{22} = 2.2 \) pm/V, \( d_{15} = 0.026 \) pm/V, and \( d_{33} = 0.04 \) pm/V, as well as \( C_{10} = -6 \times 10^{-24} \) m²/V²), a nearly identical fit is obtained if the input angle is allowed to vary by 0.3°, which is within the margin of error for \( \phi_0 \). As a note of caution, the equations for \( C_{\text{eff}} \) in this section assume Kleinman symmetry for which \( d_{31} = d_{15} \), which is not consistent with the values of Shoji et al. of \( d_{31} = 0.04 \) pm/V and \( d_{15} = 0.026 \) pm/V.

However, irrespective of the sensitivity of these parameters to small errors in the fit, the value for the third-order tensor is not affected by such variations; in all cases the value of \( C_{11} \langle \cos^2 \theta_m \rangle V + C_{16} \sin^2 \theta_m \) is \( 4.0 \pm 0.2 \times 10^{-23} \) m²/V². This value agrees with the range given by Tomov et al. of \( 2.8 \times 10^{-23} \) m²/V² and is on the low end of that given by Qui and Penzkofer of 6.4 \( \times 2.8 \times 10^{-23} \) m²/V². However, the level of 1% conversion efficiency is not reached until 80 GW/cm², compared with 50 GW/cm² as reported by Qui and Penzkofer.

4. NUMERICAL SOLUTION OF COUPLED-WAVE EQUATION

The system of equations (1)–(5) of course cannot be solved analytically, and so numerical techniques must be used. We have done this using all three spatial dimensions plus time and have used the results to verify computationally the effect of cascaded second-order processes on the THG. We have also analyzed the maximum conversion efficiencies achievable at input intensities up to 1 TW/cm². Finally, we discuss the factors that will limit the conversion efficiencies to less than 50%.

A. Numerical Algorithm

One algorithm that is commonly used to solve this sort of system is known as the beam propagation method or the split-step method.36-39 The right-hand sides of Eqs. (1)–(5) are separated into a dispersive/diffractive part (all terms involving time and space derivatives) and a nonlinear part. Expressed in operator notation, this means that

\[
\frac{\partial A_j}{\partial z} = (D_j + N_{11})A_j + N_{2j},
\]

where

\[
D_j = -\beta_{1j} \frac{\partial}{\partial t} - \frac{i}{2} \beta_{2j} \frac{\partial^2}{\partial t^2} + \frac{i}{2k_j} \nabla_j^2,
\]

and, for example,

\[
N_{11} = \frac{i \omega_1}{n_1 c} \left( 3C_{11}^{\text{SPM}} |A_1|^2 + 3C_1^{\text{XPM}} |A_3|^2 + 3C_2^{\text{XPM}} |A_2|^2 \right),
\]

Fig. 6. Effective nonlinear coupling as a function of internal azimuthal angle \( \phi_{\text{int}} \) in BBO. The solid curve is a fit with known values for second-order coefficients.
It was found that even four-dimensional calculations could be run for a typical crystal in a few minutes on a fast workstation if the second-order coupling terms were set to 0. However, the inclusion of these terms in THG calculations, because they are not phase matched, introduces a rapidly oscillating component in addition to the slowly varying third-harmonic wave, i.e., it becomes a stiff set of equations. This requires the step size in $z$ to be reduced greatly (by as much as a factor of 100). The calculation times correspondingly increase to a few hours for crystals of a few millimeters thickness. An illustration of this in the small-signal growth of the second- and third-harmonic waves is shown in Fig. 7. If the interaction is due only to a third-order nonlinearity, the growth with propagation distance is smooth and is simply proportional to $z^2$, as expected. However, if the THG is due solely to a second-order nonlinear coupling, the growth of the third-harmonic wave is modulated due to the periodic behavior of the intermediate second-harmonic waves. The step

$$N_{21} = \frac{i \omega_1}{n_1 c} \left[ d_4 A_3 A_1^* \exp(i \Delta k_1 z) + d_3 A_4 A_1^* \exp(i \Delta k_2 z) + d_4 A_3 A_2^* \exp(i \Delta k_3 z) + d_5 A_5 A_1^* \exp(i \Delta k_5 z) + \frac{3C_4}{2} A_5 A_4^* \exp(i \Delta k_1 z) + \frac{3C_3}{2} A_5 A_2^* \exp(i \Delta k_2 z) + \frac{3C_5}{2} A_3 A_3^* \exp(i \Delta k_3 z) \right].$$

These two classes of operations are assumed to function independently for an appropriate choice of the $z$ interval $\Delta z$. Equation (27) can then be split into three equations that can be solved independently:

$$\frac{\partial A_j}{\partial z} = \Delta A_j,$$  

$$\frac{\partial A_j}{\partial z} = N_{1j} A_j,$$  

$$\frac{\partial A_j}{\partial z} = N_{2j}.$$

The dispersive/diffractive step can be solved easily by moving to Fourier space and replacing $\partial / \partial x_j$ with $ik_j$ and $\partial / \partial t$ with $-i \omega_0$. Then

$$A_j^{(n+1)} = \mathcal{F}^{-1}\{\mathcal{F}^{-1}[\mathcal{F}[A_j^{(n)}]]\},$$

where the superscript $(n)$ in parentheses denotes the step $n$, and the dispersive operator $\mathcal{D}_j(\omega, k)$ in Fourier space is

$$\mathcal{D}_j(\omega, k) = i \alpha \beta_{1j} + \frac{i}{2} (\nu^2 \beta_{2j} - \frac{i}{2} k_j^2 (k_{jx} + k_{jy}^2)).$$

The nonlinear part is handled in real space with Eq. (32), giving rise to a simple exponential solution $A_j^{(n+1)} = \exp(N_{1j} \Delta z) A_j^{(n)}$. However, the solution of the coupled set of equations of the form of Eq. (33) must be done with some sort of numerical technique such as Runge–Kutta. It was found that second-order Runge–Kutta was adequate, which utilizes the following difference equation:

$$y_j^{(n+1)} = y_j^{(n)} + \Delta z \left[ z_j^{(n)} + \Delta z/2, y_j^{(n)} + \frac{\Delta^2}{2} f(z_j^{(n)}, y_j^{(n)}) \right].$$

Finally, by splitting the dispersive operation into two half-steps (over an interval $\Delta z/2$), one before the nonlinear operation and one after, the overall operation (dispersive and nonlinear parts) becomes unitary, and the accuracy of the method is improved. This is known as the symmetrized or symmetric split-step method $^{37,40}$

B. Calculated Third-Harmonic Generation and Maximum Efficiency

It was found that even four-dimensional calculations (with a $64 \times 64 \times 64$ grid and a few tens of $z$ steps) could be run for a typical crystal in a few minutes on a fast
size used in the calculations must be smaller than this short scale-length variation.

As these calculations are extended to higher intensities, we observe that the conversion efficiency saturates for input irradiances >500 GW/cm². Such calculations that use the values for χ(3) measured are graphed in Fig. 8 for type I and type II phase matching assuming a flattop spatial profile of 5-mm diameter and a Gaussian temporal profile of 400 fs. The calculations also include values for C_{ij}^{SPM} of 10^{-22} m²/V² for both fundamental waves and for C_{ij}^{SPM} of 1.3 × 10^{-22} m²/V² for the third-harmonic wave. The cross-phase modulation terms were assumed to be zero, mainly because there are no reliable data for these terms. The values reported for the nonlinear refractive index are γ; 5 × 10^{-16} cm²/W at 820 nm, or ~1.7 times that of potassium dihydrogen phosphate (KDP).

C. Limiting Factors
The curves saturate at approximately 30% and 44% for type I and type II phase matching, respectively, with the main mechanism limiting the efficiency being self-phase modulation (SPM). With the SPM coefficients set to zero, the calculated efficiency peaks in the 60%–70% range. However, the effect, similar to that discussed thus far for THG, is a complex interaction between the second- and third-order coupling. The dotted and dash-dotted curves in Fig. 8 are calculations done with the same parameters, but setting χ(2) and χ(3) to zero, respectively. In either case, when the other processes are neglected, the saturation does not occur until higher efficiency is achieved.

This would indicate that phase-modulation effects at high intensities are quite complicated and can occur through many channels. The square of the final electric field amplitudes and phases of the fundamental and third-harmonic waves calculated for type II phase matching in 1 mm of BBO at 800 GW/cm² are shown in Figs. 9–11. Of particular interest is Fig. 10, where no third-order interactions are included in the calculation. Even though the overall process is phase matched, the nonphase-matched intervening second-order processes produce significant modulation of the phase of the fundamental waves (up to 1 rad across the pulse). When SPM is included, the phase modulation becomes very large, particularly in the generated wave. Although at 800 GW/cm² the B integral is approximately 1–2 rad for the fundamental waves and should be even smaller for the generated wave, the accumulated phase at the peak of the 3ω pulse is well over 3 rad. This is the case whether or not the second-order interactions are included, suggesting that in the presence of SPM, the phase of the generated harmonics is strongly modulated by the conversion process. Finally, the existence of the second-harmonic channel produces a much more pronounced amplitude modulation on the third harmonic and lowers the maximum achievable intensity.

D. Self-Phase Modulation
However, relating the above analysis to experimental conditions is a complicated issue. First, the individual tensor elements of C_{ij} are not well known for most materials, with usually a value for the nonlinear refractive index n_{2} being all that is know. Second, there has been discussion concerning the effect of the dispersion in the nonlinear refractive index on frequency-conversion processes. Finally, self- and cross-phase modulation are themselves phase-matched third-order processes that can be affected by contributions of non-phase-matched second-order processes.

Recently, there have been several published papers that suggest that the effect of SPM on SHG is actually quite dependent upon the dispersion that exists between the nonlinear refractive index n_{2} at the fundamental and the second harmonic (where n_{2} is defined by n = n_{0} + n_{2}E^2 = n_{0} + γI). In fact, the value for γ for KD*P has been measured to vary from 2–4 × 10^{-16} cm²/W from
indicating that significant dispersion exists. The nonlinear refractive index is related to \(C_{\text{eff}}\) by

\[
n_2 = \frac{3C_{\text{eff}}^{\text{SPM}}}{2n_0} = \frac{\epsilon_0 c n_0}{2} \gamma,
\]

and so the dispersion of \(n_2\) in SHG is the same as dispersion between \(C_{\text{eff}}^{\text{SPM}}(-\omega; \omega, -\omega, \omega)\) and \(C_{\text{eff}}^{\text{SPM}}(-2\omega; 2\omega, -2\omega, 2\omega)\).

There are two points that should be made: first, that as seen in the actual form of \(C_{\text{eff}}\) for the various interactions, the actual value for \(C_{\text{eff}}\) is highly dependent on propagation angle, and since the fundamental and second-harmonic waves are typically of different polarizations (e.g., ordinary versus extraordinary), the angular dependence will be different. Even if there is no actual dispersion in the tensor elements, the effective coupling, and thus the value of \(n_2\), is not equal. For example, we shall assume type I SHG in KDP (class 4\(\overline{2}\)m), where \(\phi = \pi/4\) and \(\theta_m = \pi/4\). Then SPM for the fundamental is an \(oooo\) interaction, and for the second harmonic, it is an \(ekee\) interaction. The effective nonlinear coupling is then proportional to

\[
C_{1\omega} = \frac{1}{2} (C_{11} + 3C_{18})
\]

for the fundamental and

There are two points that should be made: first, that

Fig. 10. Calculated square of (a) electric field amplitude and (b) phase at the crystal exit involving only \(\chi^{(2)}\) and \(\chi^{(3)}\) with no explicit SPM (\(C_{\text{eff}}^{\text{SPM}} = 0\)). Input intensity is 800 GW/cm\(^2\). The solid curve is the ordinary fundamental, the dash-dotted line is the extraordinary fundamental, and the dashed curve is the third harmonic (extraordinary).

Fig. 11. Calculated square of (a) electric field amplitude and (b) phase at the crystal exit, involving all possible processes. Input intensity is 800 GW/cm\(^2\). The solid curve is the ordinary fundamental, the dash-dotted curve is the extraordinary fundamental, and the dashed curve is the third harmonic (extraordinary).
for the second harmonic. It is clear that although the tensor elements are assumed to be independent of wave-
length, the values for SPM for the fundamental and sec-
ond harmonic are formally very different in KDP. The
actual difference between Eqs. (38) and (39) is unknown
because the tensor elements $C_{16}$ and $C_{33}$ are unknown.

This complicated angular dependence of $C_{\text{eff}}$ for SPM
(the interaction of a wave with itself) indicates that the
nonlinear refractive index must be measured with much
greater attention to the crystal orientation than has been
done in the literature to this point. It is typically mea-
sured for ordinary waves and extraordinary waves at
some wavelength, and then this value is used for any
crystal orientation. Presumably, this measurement is
usually done for $\theta_m = \pi/2$ and $\phi = 0$ (or $\pi/2$). For KDP
under these conditions,

$$C_{\text{ord}} = C_{11}, \quad (40)$$

$$C_{\text{ext}} = C_{11} + C_{33}. \quad (41)$$

Second, SPM and XPM are subject to similar cascaded
second-order interactions, as has been discussed
concerning third-harmonic generation. Much research
has focused on the use of slightly mismatched second-
order processes such as SHG to significantly enhance
SPM effects. However, all possible interactions of the
form $\omega \rightarrow \omega_1 + \omega_2$ followed by $\omega_1 + \omega_2 \rightarrow \omega$ can also
contribute to SPM in a similar way, albeit much smaller
because of the large phase mismatches that are involved.
The sum of the SPM contributions of all such interactions
may be large enough to account for a significant fraction
of values measured for $n_2$ and usually assigned to the
third-order susceptibility.

The question as to the effect of SPM and XPM on high-
intensity frequency conversion is at best a complicated
issue. The angular dependence is some mixture of second-
and third-order effective coupling coefficients involving
an infinite number of non-phase-matched three-wave in-
teractions. Nonetheless, the role that phase modulation
effects play on frequency conversion at high intensities is
significant.

5. EXPERIMENTAL CONVERSION EFFICIENCY AND LIMITATIONS

We have also made measurements of the third-harmonic
conversion efficiency in three materials: BBO, d-LAP,
and KD*P. These materials were chosen because they
were available and were phase matchable for THG of
1053-nm light. KD*P also has published values of $\chi^{(3)}$
that indicated that efficient THG would be possible.

There are many other materials, including ones with
small second-order tensor elements, which may prove
useful in single-crystal THG of high-intensity lasers.

A. BBO

In addition to the azimuthal measurements in BBO, the
energy at $3\omega$ was measured as a function of energy at $\omega$.
The corresponding efficiencies at the optimal azimuthal
angle are shown in Figs. 12 and 13 as a function of input
intensity for type I and type II phase matching, respec-
tively. Up to 6% of the fundamental energy was converted
into the third harmonic at an input intensity of
200 GW/cm². The fit parameters are $5.33 \times 10^{-11}$ J/(GW/cm²)$^3$
for type I phase matching and $4.45 \times 10^{-11}$ J/(GW/cm²)$^3$
for type II phase matching (4-mm beam size). Again, these measurements were for a
clipped Gaussian beam in which efficient conversion oc-
curs only near the center of the beam; better results could be obtained by use of a flattop beam profile.

By comparison, the measured conversion efficiency
when the crystal was aligned to be phase matched for
SFG ($\theta_m = 38.6^\circ$) was less than 0.01%. This low conver-
sion efficiency for the cascaded process is partially be-
cause the experimental arrangement was for type I THG
and there was no extraordinary pump wave (this angle is
for phase-matched type II SFG). However, numeric cal-
culations indicate that although setting $\theta_m = 38.6^\circ$
increases THG conversion efficiencies 100-fold above the

![Fig. 12](image1.png)

**Fig. 12.** Conversion efficiency from a single BBO crystal at 351 nm along with a quadratic fit to low-drive points. Type I phase matching with $\phi_{\text{int}} = -15^\circ$.

![Fig. 13](image2.png)

**Fig. 13.** Conversion efficiency from a single BBO crystal at 351 nm along with a quadratic fit to low-drive points. Type II phase matching ($\phi_{\text{int}} = 0^\circ$).
background, the efficiencies for any level of extraordinary pump light remain less than 0.1% for 200-GW/cm² input intensity. Apparently, the phase-matched SFG process is not sufficient to allow the efficient transfer of energy to the third-harmonic wave.

Type I phase matching gives better conversion for THG, even though according to the previous calculations, \( I_{3\omega} \approx 8.2 \times 10^{-23} m^2/V^2 s^2 \) for type I and \( \phi = -15^\circ \) and to \( I_{3\omega} \approx (4/3)^{1/2}(9.0 \times 10^{-23}) m^2/V^2 s^2 \) for type II phase matching and \( \phi = 0^\circ \). The factor \((4/3)^{1/2}\) is from the degeneracy factor of 3 for type II phase matching coupled with the factor of 4/27 from the initial intensities being divided between the two polarizations of the fundamental.

In other words, for type II phase matching, \( I_1 = 2I_{\omega,0}/3 \) and \( I_2 = I_{\omega,0}/3 \), where \( I_{\omega,0} \) is the input irradiance at \( \omega \).

Higher conversion efficiency for type I phase matching is possible in this case because of the different group velocities involved in the two different phase-matching configurations. While the interaction length \( l_{\text{eff}} = (1/v_{\text{g,1}} - 1/v_{\text{g,2}})^{-1} r \) due to the group-velocity mismatch between the fundamental ordinary wave and the third-harmonic extraordinary wave is similar for the two configurations (1.2 mm for type I versus 1.7 mm for type II for a 350-fs pulse), the major limiting factor in type II phase matching is the walk-off between the two polarizations of the fundamental beam. These two waves walk off in approximately 1.5 mm, resulting in no further interaction, as can be seen in Fig. 14. For type I phase matching, conversion continues to proceed as the pulses walk off from each other, with the energy simply being added to the tail of the \( 3\omega \) pulse. This broadens the generated \( 3\omega \) pulse from 300 fs to 540 fs in this calculation. There is little effect on the \( 3\omega \) pulse length for the type II interaction. Higher intensities were not investigated because of the onset of gray tracking in the BBO. This was not observed in another crystal that was not phase matched for THG; thus it is likely that the damage is due to the generated UV (which reached up to 40 GW/cm²).

**B. LAP**

Similar measurements were done for the deuterated (approximately 95%) organic salt L-arginine phosphate (d-LAP) with formula

\[
(H_2N)_2CNH(CH_2)3CH(NH_3)^+COO^- \cdot H_2PO_4^- \cdot H_2^.
\]

This substance is a biaxial (monoclinic) crystal of point group 2 and transparent from 250 nm to 1300 nm. The crystal of d-LAP available was 1 mm in thickness with a surface normal that was at an angle of 11° with respect to the \( z \) axis and lying in the \( x-z \) plane. Both faces were polished but uncoated. For propagation in the \( x-z \) plane at this angle, symmetry [with an even (second-order) or odd number (third-order) of waves polarized in the \( y-z \) plane] requires both second- and third-order coupling to be identically zero for type I THG.

However, type II phase matching is not identically zero in this plane and is possible in d-LAP for 1053-nm light, although some of the cascaded processes involved are identically zero, again from the same symmetry arguments. The effective, nonzero nonlinear coefficients are

\[
d_1 = -d_{21},
\]

\[
d_4 = d_5 = d_6 = -d_{31}\cos^2 \theta_m + d_{36}\sin 2\theta_m - d_{23}\sin^2 \theta_m,
\]

\[
C_1 = C_{18}\cos^2 \theta_m + C_{24}\sin^2 \theta_m - C_{15}\sin 2\theta_m.
\]

Again, there exists a nonstandard reference frame that is sometimes used for class 2 crystals. This nonstandard frame is used by Singh²⁸ to give the form for \( C_{ij} \). However, \( C_{ij} \) in the reference frame following the IRE/IEEE standard is

\[
C = \begin{bmatrix}
C_{11} & 0 & C_{13} & 0 & C_{15} & C_{16} & C_{17} & C_{18} & 0 & 0 \\
0 & C_{22} & 0 & C_{24} & 0 & 0 & 0 & 0 & C_{29} & 0 \\
C_{31} & 0 & C_{33} & 0 & C_{35} & C_{36} & C_{37} & C_{38} & 0 & 0
\end{bmatrix},
\]

and, under Kleinman symmetry conditions, \( C_{18} = C_{29} \), \( C_{16} = C_{37} \), \( C_{24} = C_{35} \), \( C_{15} = C_{20} = C_{38} \), \( C_{17} = C_{31} \), and \( C_{13} = C_{36} \).

The effective coupling is given by

\[
\text{Fig. 14. Calculated longitudinal growth of type I and type II } 3\omega \text{ energies. 350-fs pulses, 200-GW/cm}^2 \text{ input intensity (8 mJ).}
\]

\[
\text{Fig. 15. Measured energy generated at the third harmonic in a 1-mm crystal of d-LAP. The input energy at 200 GW/cm}^2 \text{ is 8 mJ. Type II phase matching. The curve is a cubic, least-squares fit to data.}
\]
For type II phase matching of 1053-nm light, \( \theta_m = 20.2^\circ \), \( \Delta k_5 = 1601 \text{ cm}^{-1} \), \( \Delta k_8 = -2171 \text{ cm}^{-1} \), \( n_4 = 1.5179 \), and \( n_3 = 1.5768 \). For d-LAP, \( d_{21} = 0.40 \text{ pm/N}, \ d_{32} = 0.59 \text{ pm/N}, \ d_{23} = 0.83 \text{ pm/N}, \) and \( d_{36} = -0.59 \text{ pm/N} \). The conversion efficiency of d-LAP was measured with the aforementioned crystal (Fig. 15) and was found to be \(-20\%\) that of type II BBO.

Comparing the conversion of the two crystals is complicated by the BBO crystal being longer (3.1 mm) than the interaction length of BBO, so the exact interaction length is unknown, but \( l_{\text{eff}} \) is calculated to be approximately 1.5 mm (see Fig. 14). This introduces a factor of 1.5\(^2\) when comparing \( C_{\text{eff}} \) of the two materials. Therefore

\[
C_{\text{eff}}^{\text{BBO}} = \frac{1.5(2)^{1/2}}{5} \equiv \frac{2}{\sqrt{5}} C_{\text{eff}}^{\text{d-LAP}},
\]

and \( C_{\text{eff}}^{\text{d-LAP}} = 9 \times 10^{-23} \text{ m}^2/\text{V}^2 \) for type II phase matching. Then substituting the appropriate values into Eq. (46) and solving for \( C_4 \) in Eq. (47) gives a value for \( C_4 \) of \( 4 \times 10^{-23} \text{ m}^2/\text{V}^2 \) for d-LAP. It is interesting to note that although, after accounting for the different interaction lengths, the conversion efficiency in BBO is two times that in d-LAP, the largest \( \chi^{(2)} \) tensor element for d-LAP is less than half the largest element for BBO. The \( d^4 \) dependence would indicate a possibility of over 16 times the conversion efficiency. However, the larger phase mismatches involved and larger indices of refraction for BBO substantially reduce the cascaded coupling.

C. KD\(^*\)P

Similar measurements were also made with a 1-mm-thick, 1-in (2.5-cm)-aperture, piece of potassium diodeuterium phosphate (KD\(^*\)P, 99\% deuterated, crystal class 42m) as the medium. Reported values\(^51\) of \( C_{\text{eff}} \) of up to \( 10^{-22} \text{ m}^2/\text{V}^2 \) indicated that very efficient single-crystal THG might be possible. Only type I phase matching is possible at 1053 nm (with no phase matching possible at 820 nm), and the relevant effective nonlinear coefficients are given by

\[
\begin{align*}
d_1 &= 0, \quad (48) \\
d_3 &= d_7 = -d_{36} \sin 2\theta \sin \theta_m, \quad (49) \\
d_5 &= d_{36} \cos 2\theta \sin 2\theta_m, \quad (50) \\
C_2 &= \frac{1}{4} (C_{11} - 3C_{18}) \sin 4\phi \cos \theta_m. \quad (51)
\end{align*}
\]

The total effective coupling \( C_{\text{eff}} \) is then

\[
C_{\text{eff}} = \frac{2\pi}{\lambda_{2\omega}} \frac{d_3 d_5}{n_4 \Delta k_8} + C_2. \quad (52)
\]

For this configuration, \( \theta_0 = 61.3^\circ \), \( \phi = \pi/4 \), \( \Delta k_5 = k_5^e - k_5^o = 1906 \text{ cm}^{-1} \), \( n_4 = n_4^e = 1.4771 \), \( d_3 = -0.315 \text{ pm/V}, \) and \( d_5 = 0.285 \text{ pm/V} \).

The value for \( C_{\text{eff}} \) measured was approximately \( 6 \pm 2 \times 10^{-22} \text{ m}^2/\text{V}^2 \). This is much smaller than that reported in Ref. 51 but is larger than the \( 8 \times 10^{-23} \text{ m}^2/\text{V}^2 \) given in Ref. 12. Again, inserting the various values into Eq. (52) gives either \( C_2 = 2 \) or \( 10 \times 10^{-24} \text{ m}^2/\text{V}^2 \), depending on the relative signs of the second-order and third-order contributions. The resulting value for \( C_{11} - 3C_{18} \) is then \( 1.8 \) or \( 9 \times 10^{-23} \text{ m}^2/\text{V}^2 \), which is again larger than the \( 0.7 \times 10^{-24} \text{ m}^2/\text{V}^2 \) reported by Akhmanov et al.\(^12\) Because of the very small value for \( C_{\text{eff}} \), the efficiency of THG in KD\(^*\)P is much less, 0.005\% at 50 GW/cm\(^2\). Scaling to the intensities used for BBO and d-LAP would give 0.08\% at 200 GW/cm\(^2\). Finally, it can be observed from Eqs. (48)–(51) that both the second- and third-order parts of \( C_{\text{eff}} \) have a sin \( 4\phi \) dependence on the azimuthal angle, and so there is no way to resolve \( C_{\text{eff}} \) into its component parts. In any event, it is clear that KD\(^*\)P is not an effective material for single-crystal THG.

6. CONCLUSION

Cascaded second-harmonic generation and sum-frequency generation, even though nonphase matched, can contribute significantly, and even play the dominant role, in phase-matched single-crystal THG in materials with a second-order response. Up to 6\% of the incident light has been converted to the UV in a single crystal of BBO for either type I or type II phase matching. Other materials, either those with large values of \( \chi^{(3)} \) or with large \( \chi^{(2)} \) elements not normally phase matchable, may prove to be even more effective.

The fact that the cascaded second-order coupling has a different azimuthal dependence than the third-order nonlinearity was used to obtain values for tensor elements of \( \chi^{(3)} \) of BBO: \( C_{10} = 1.8 \times 10^{-23} \text{ m}^2/\text{V}^2 \) and \( 0.15C_{11} + 0.54C_{16} = 4.0 \times 10^{-23} \text{ m}^2/\text{V}^2 \), dependent solely on the accuracy of the values used for \( d_{ij} \). LAP can also reach conversion efficiencies in the 1\% range, and further exploration of its parameter space is probably worthwhile. KD\(^*\)P, however, was found to be an unsuitable material for single-crystal THG because of the relatively small values for the second- and third-order susceptibilities. In principle, single-crystal third-harmonic conversion efficiencies of 30\%–40\% are theoretically possible for drive irradiances >500 GW/cm\(^2\). Femtosecond pulses enable achieving these high irradiances while remaining below the damage threshold of the material. However, the observation of gray tracking in BBO indicates that the damage mechanisms in the ultraviolet must also be considered.
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